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ABSTRACT: Controlling the crystal structure of transparent metal oxides is essential
for tailoring the properties of these polymorphic materials to specific applications. The
structural control is usually done via solid state phase transformation at high
temperature or pressure. Here, we report the kinetic study of in situ phase
transformation of In2O3 nanocrystals from metastable rhombohedral phase to stable
cubic phase during their colloidal synthesis. By examining the phase content as a
function of time using the model fitting approach, we identified two distinct coexisting
mechanisms, surface and interface nucleation. It is shown that the mechanism of phase
transformation can be controlled systematically through modulation of temperature and
precursor to solvent ratio. The increase in both of these parameters leads to gradual
change from surface to interface nucleation, which is associated with the increased probability of nanocrystal contact formation in
the solution phase. The activation energy for surface nucleation is found to be 144 ± 30 kJ/mol, very similar to that for interface
nucleation. Despite the comparable activation energy, interface nucleation dominates at higher temperatures due to increased
nanocrystal interactions. The results of this work demonstrate enhanced control over polymorphic nanocrystal systems and
contribute to further understanding of the kinetic processes at the nanoscale, including nucleation, crystallization, and
biomineralization.

■ INTRODUCTION

The ability to tailor the size and phase of nanocrystals (NCs) is
invaluable in the materials design process.1−3 These parameters
critically determine physical properties of materials, allowing for
an expansion and manipulation of the available function-
alities.4−9 Isolation of a phase with distinctive properties can be
achieved through understanding of the kinetics of phase
stabilization and transformation.10−15 Transparent metal oxides
(TMOs) are of particular interest in this context because their
transparency, conductivity, chemical stability, and polymorphism
lend these materials to various applications including, but not
limited to, electrodes, transistors, liquid crystal and touch screen
displays, light emitting devices, and sensors.16−21 The unequal
accessibility of TMO polymorphs under ambient conditions
poses an added challenge, making them ideal candidates for study
motivated by both fundamental understanding of the phase
transformation and the possibility of new applications.22 Much
work has been done on understanding the phase transformation
of a variety of TMO nanocrystalline systems, including
TiO2,

15,23−25 ZnO,26,27 V2O3,
28,29 and In2O3.

10,30−33 The focus
of the current work is In2O3, which has two experimentally
established crystal structures, namely, the stable cubic (bixbyite;
bcc-In2O3) andmetastable rhombohedral (corundum; rh-In2O3)
phases.34 Additionally, In2O3 has a wide band gap,∼3.75 eV, and
its transparency and possible high charge carrier mobility make it
technologically important.10,20,35,36 In addition to its techno-
logical appeal, the existence of only two phases makes In2O3 an
ideal model system for phase transformation studies.

The specific surface energies and the inverse relationship
between NC size and intrinsic surface stress are useful tools for
controlling the structure at the nanoscale. Strongly reduced NC
sizes result in high surface area to volume ratios and thus
sufficient surface stress,10,33,37−39 which could lead to stabiliza-
tion of high energy crystal structures. Consequently, the
formation of metastable phases is possible below certain NC
size.10,15,33 Knowing the critical size at which a phase
transformation occurs allows for the preparation of nanomateri-
als with a well-defined phase via size control. Similarly, phase can
be controlled through the application of pressure, which is a
more traditional route employed for bulk materials40,41 but has
more recently been applied to nanoscale systems.42,43 Temper-
ature is also a critical factor in overcoming energy barriers to
phase transformation in both bulk and nanomaterials,40,44,45 and
can be used to alter the mechanism by which the transformation
occurs.
Many solid state models describing nucleation and growth

have been developed, accounting for influential factors such as
conversion fraction, temperature, and number of nucleation
sites.13,46−50 These models quantitatively and qualitatively
describe reaction kinetics in solid state materials. Among them,
the models based on the theoretical concepts developed by
Avrami are most common and generally applicable to phase
transformation processes.50−52 The Johnson−Mehl−Avrami−
Erofeev−Kolmogorov (JMAEK) model is distinguished by its

Received: September 12, 2014
Published: December 24, 2014

Article

pubs.acs.org/JACS

© 2014 American Chemical Society 1101 DOI: 10.1021/ja5094056
J. Am. Chem. Soc. 2015, 137, 1101−1108

pubs.acs.org/JACS
http://dx.doi.org/10.1021/ja5094056


consideration of nuclei ingestion and coalescence, as well as its
ability to accurately determine the activation energy for a variety
of systems, despite seemingly limiting assumptions made during
derivation.14,50,52 More recently developed by Zhang and
Banfield, the surface and interface nucleation models were
employed to describe the solid state phase transformation of
anatase to rutile TiO2 nanoparticles in powder form.15,45,53

Interface nucleation (IN) involves the formation of a nucleation
site at a particle−particle contact point, after which the new
phase rapidly consumes the two particles. By contrast, surface
nucleation (SN) relies on the formation of the nucleation sites on
individual particle surfaces through random thermal fluctuations
of atoms in order to initiate phase transformation. Additionally,
these two mechanisms can simultaneously be at work, giving rise
to a combined mechanism (IN+SN). The activation energies for
IN and SN mechanisms often differ; in IN, interfacial defects
such as lattice vacancies or dislocations generally result in lower
energy barriers to the transformation to a more stable state.
Temperature, particle size, and packing density of particles have
been found to have a strong influence on the mechanism by
which the transformation occurs and thus the activation energy
required to complete the transformation.15,45,53 While most of
the reported kinetic studies focus on the phase transformation of
TiO2 nanopowder, much less is known about the mechanism of
phase transformation occurring in solution during the synthesis
of colloidal NCs. Such investigations are essential for achieving a
thorough control of the structure and properties of this
promising class of materials. Exploring the in situ phase
transformation in solution also provides the opportunity to
establish the correlation between NC growth and phase
transformation, while eliminating the influence of substrate,
nanoparticle spacers, aggregation, or other effects. Furthermore,
to understand general principles governing the NC phase
transformation in solution, the mechanistic studies have to be
expanded to a broader range of materials, including other TMO
NCs.
In this work, we report the comprehensive kinetic study of

phase transformation of colloidal In2O3 NCs during their growth
and demonstrate for the first time the ability to control in situ the
mechanism of phase transformation in solution phase. It has
previously been shown that In2O3 NCs undergo phase
transformation from the metastable rhombohedral to stable
cubic phase by the IN mechanism in colloidal suspension.14 The
activation energy for this process was determined to be ca. 150
kJ/mol under the given temperature and precursor concen-
tration conditions. Here, we show that the phase transformation
accompanying the solution phase synthesis of In2O3 NCs is
indeed a more complex phenomenon. It is possible to vary the
mechanisms of phase transformation between complete IN, SN,
or a combination of the two through systematic manipulation of
external parameters, including temperature, precursor to solvent
ratio, and time. By doing so, we quantified the difference between
the kinetic parameters of these two mechanisms and gained
further insight into the fundamental processes involved in
colloidal NC phase transformation that can lead to enhanced
control and development of In2O3 and other TMO NC systems.

■ EXPERIMENTAL SECTION
Materials. All reagents and solvents were used as provided by the

manufacturer without further purification. Indium acetylacetonate
(In(acac)3; 98%) was purchased from STREM Chemicals. Oleylamine
(70%) and trioctylphosphine oxide (TOPO; 90%) were purchased from

Sigma-Aldrich. Solvents utilized include toluene (EMD Chemicals;
99.98%) and absolute ethanol.

Methods.The In2O3 NC synthesis has been previously reported and
was further modified for this study.10,14 In(acac)3 (6.11 mmol) and
oleylamine (122mmol) were combined in a 100mL round-bottom flask
to give a 1:20 molar ratio of precursor to solvent. In subsequent reaction
sets, the amount of oleylamine was reduced to obtain 1:16 and 1:12
precursor to solvent molar ratios. The reflux system was assembled, and
the mixture was degassed with stirring for 15 min. The mixture was then
heated to the desired reaction temperature over the course of 1 h. Both
the external and internal flask temperatures were recorded regularly
throughout preheating and reaction time periods. The average internal
flask temperature from the reaction start to finish was taken as the true
temperature in further analysis.54 For all reactions, we used the identical
setup and the same equipment (flask, thermometer, and stirring bar). By
sensitive adjustment of the heat settings and continuous temperature
recording throughout the duration of the reaction, the temperature
fluctuations were limited to ca. ±2.5 °C. Samples were extracted at
designated times using a glass syringe, placed in a test tube and promptly
sealed with parafilm. Once the final reaction time was reached, the
sample was removed from heat and cooled naturally to room
temperature while stirring under argon. The colloidal samples were
precipitated with ethanol and isolated through centrifugation at 3000
rpm for 5 min. The supernatant liquid was discarded, and the washing
process with ethanol was repeated twomore times. A portion of the final
samples was preserved in ethanol, while the majority of the material was
dried and crushed into a fine powder. The precipitated samples held in
ethanol were centrifuged, combined with an approximately equivalent
volume of TOPO, and stirred in a 90 °C oil bath for 1 h. After the
treatment was complete, the samples were precipitated and washed with
ethanol. The TOPO treatment was repeated, if necessary, and the NC
product was finally suspended in hexane to form clear colloidal
suspensions.

Characterization of Phase Content. X-ray diffraction (XRD)
patterns were collected with an INEL XRG 3000 powder X-ray
diffractometer using Cu Kα radiation source (λ = 1.540598 Å), a
germanium crystal monochromator, and an INEL CPS 120 curved
position sensitive detector operating at 30 kV and 30 mA. Powder
samples were loaded into an aluminum sample holder, and each pattern
was collected for up to 2 h to obtain sufficiently high signal-to-noise
ratio. The samples were prepared for TEM imaging by dispersing a small
amount of precipitated fine powder in toluene, followed by extensive
sonication and subsequent dilution. Samples were then deposited on
copper grids with lacey Formvar/carbon support films purchased from
Ted Pella, Inc. TEM images were collected using a JEOL-2010F
microscope operating at 200 kV. X-ray absorption spectroscopy (XAS)
measurements were completed at the 06ID-1 beamline at the Canadian
Light Source (CLS) using liquid nitrogen-cooled double crystal
monochromator, consisting of two crystal pairs (Si(111) and
Si(220)). A Sn foil standard (K-edge at 29200 eV) was used for indium
K-edge energy calibration. Spectra were recorded in transmission mode
with three ionization chambers, the first two of which monitored the
incident and transmitted X-ray intensities, respectively, while the third
one was used as additional internal calibration for the In K-edge
position.

Data Analysis. All XRD patterns were collected using the same
instrument parameters and calibration, and were analyzed by linear
combination and peak deconvolution upon the background subtraction.
For both analyses, all patterns were baseline-corrected in the 2θ range
25−40° by spline interpolation. Linear combination of XRD patterns
has been proven an effective method for the determination of phase
content in this work.14 XRD patterns of pure rh-In2O3, bcc-In2O3, and
InOOH samples having different NC sizes synthesized at different
temperatures by the method described above were used as reference
materials in the linear combination analysis, where they were added in
varied proportions to reproduce the experimental data. Considering that
InOOH is a precursor to rh-In2O3, calculations involving the rh-In2O3
fraction included the InOOH content as well,10 when this species was
present. To account for an error introduced by linear combination
analysis, the bcc-In2O3 fractional content (bcc content) was considered
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in terms of the maximum and minimum fraction of bcc-In2O3 that could
reasonably fit the experimental patterns based on the overall difference
between the experimental pattern and linear combination. The average
composition was then taken as the true bcc content. For the
deconvolution analysis, we used the same 2θ range as for linear
combination. The phase contents of In2O3 NCs were calculated by
fitting the overlapped bcc-In2O3 (222) and (400) and rh-In2O3 (104)
and (110) peaks, allowing for variable broadening of the XRD peaks
based on the average NC size.14 The intensities of the peaks were set
proportionally to their standard referenced intensities. The phase
content was reported as an average value of the linear combination and
peak deconvolution analysis, and the error bars are associated deviations
from the average value. Fitting of models to experimental data was
performed using the Trust Region algorithm. Extended X-ray
absorption fine structure (EXAFS) data analysis was completed as
described previously,14 and the phase content at different times in the
reaction was determined by a linear combination of pure phases as
references.

■ RESULTS AND DISCUSSION
The kinetic investigations of phase transformation were
performed by analyzing the change in the phase content during
the synthesis of NCs using different precursor to solvent ratios.
Unlike nanocrystalline powder, in colloidal suspensions, the size
and concentration of NCs can be accurately and reproducibly
controlled, which is essential for examination of the influence of
these parameters on the phase transformation mechanism.
Figure 1 shows the XRD patterns of the samples synthesized

using 1:20 precursor to solvent ratio at 200 and 224 °C. For the
200 °C reaction temperature (Figure 1a), at short times the
sample consists of a mixture of rh-In2O3 and InOOH with small
amounts of bcc-In2O3. At longer times, the phase content
becomes a mixture of rh-In2O3 and bcc-In2O3 only, as InOOH
undergoes dehydration to form rh-In2O3 NCs prior to
transformation to the cubic phase. The presence of InOOH
and its subsequent disappearance at an early stage of the
synthesis is consistent with the cascade dehydration mechanism
of In2O3 NC formation previously reported (Figure S1 in
Supporting Information).10,36 The peaks corresponding to rh-
In2O3 and InOOH are significantly broader than those
corresponding to bcc-In2O3, suggesting that phase trans-
formation from rh- to bcc-In2O3 accompanies NC growth. At
higher temperature (Figure 1b), the samples display largely bcc-
In2O3 phase even at short times, with no InOOH present,

indicating faster particle formation and phase transformation
with increasing temperature.
Determination of the bcc-In2O3 fractional content through

linear combination is demonstrated in Figure 2a (bottom) for a

sample taken at 5 h from the 1:20 precursor to solvent series at
200 °C. The sharpness of the bcc-In2O3 (222) and (400) peaks
relative to the broad (104) and (110) peaks of rh-In2O3 leads to
significant changes in the linearly combined pattern with only
relatively slight changes in the bcc phase content. The
experimental XRD pattern (black line) is in excellent agreement
with the pattern corresponding to 42% bcc phase and 58% rh
phase (green line). These results were confirmed by the peak

Figure 1. X-ray diffraction patterns of samples synthesized at (a) 200
and (b) 224 °C over the course of 20 h. Precursor to solvent ratio is 1:20.
Blue sticks at the tops of the graphs indicate the bcc-In2O3 bulk pattern
(JCPDS 06-0416), while pink and green sticks at the bottoms indicate
rh-In2O3 (JCPDS 21-0406) and InOOH (JCPDS 17-0549) bulk
patterns, respectively.

Figure 2. (a) Experimental XRD pattern (black lines) and the linear
combination (bottom) and peak deconvolution (top) analysis for a 5 h
sample from the 1:20 precursor to solvent series at 200 °C. Experimental
XRD patterns of reference rh-In2O3 and bcc-In2O3 NCs for linear
combination analysis are shown in pink and blue, respectively, and the
resulting linear combination pattern is shown in green. The same colors
but dashed lines are used for showing the deconvolution analysis. Bulk
reference patterns for rh-In2O3 and bcc-In2O3 are shown by pink and
blue sticks, respectively. (b) Linear combination (black) of rh-In2O3
(pink) and bcc-In2O3 (blue) EXAFS spectra to determine the phase
content of a sample synthesized at 200 °C (green). (c) bcc-In2O3
fractional phase content as a function of time for samples synthesized
using 1:20 precursor to solvent ratio at varying temperatures.
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deconvolution method (Figure 2a, top).14 A good agreement is
obtained even in cases involving InOOH at the very early stage in
the reaction (Figure S2 in Supporting Information). The average
NC sizes necessary for reproducing the peak broadening
generally match NC sizes corresponding to the reference
patterns for the linear combination. The agreement between
the phase content results obtained by deconvolution and linear
combination methods is demonstrated in Table S1 (Supporting
Information). To confirm the results of the XRD analysis, we
used In K-edge EXAFS spectroscopy, which is sensitive to the
local environment of In sites and can also serve as a quantitative
measure of the phase content. Figure 2b shows a selected
Fourier-filtered EXAFS spectrum of a sample prepared at 200 °C
for somewhat later time into the reaction (green), together with
the spectra of pure rh-In2O3 (pink) and bcc-In2O3 (blue) NCs as
references. The linear combination analysis (black line) reveals
ca. 20% bcc phase content, which is in good agreement with XRD
analysis (15%). Figure 2c plots the bcc-In2O3 content of the 1:20
precursor to solvent series over time, illustrating that the
conversion from rh-In2O3 to bcc-In2O3 is accelerated with
increasing temperature, as anticipated. Under isothermal
conditions, the rate of reaction decelerates with time at any
given temperature. This observation applies to other dilution
series, although the overall rate of phase transformation is
strongly dependent on the solvent to precursor ratio (Figure S3
in Supporting Information). The bcc-In2O3 content, α, can then
be utilized in kinetic modeling of the phase transformation
process according to previously developed models.14,45 In
derivation of the kinetic models of phase transformation, it has
been found that the equations for different models could be
rearranged such that the left-hand side is common to all
expressions, and this portion was subsequently denoted as y (eq
1).

α
=

−
−y

D D( / )
(1 )

1rh o
3

(1)

Here, Drh represents the average rhombohedral NC size at a
given time and Do the initial average rhombohedral NC size,
which is taken to be the rh-In2O3 NC size at the earliest time
point in the reaction. The Do and Drh were obtained from the
peak broadening in the deconvolution analysis and confirmed
using TEM images of the corresponding NC population at a
given point in time. TheDo values range between 2.0 and 3.5 nm,
depending on reaction temperature.
Equation 1 is employed to obtain the experimental y values for

each sample at different points in time during the synthesis.
Using the ability to control NC interactions in solution phase by
varying the starting precursor concentrations, we applied this
model-fitting approach to examine the experimental data in the
context of different mechanisms involving NC surfaces,
particularly SN and IN.45 This analysis allows for identification
of the underlying phase transformation mechanism and
determination of the associated parameters through fitting of
the y data with different models. We focused here on the surface-
based mechanisms owing to the importance of high-energy sites
in promoting the nucleation of a new phase. Equations 2 and 3
are used to model IN and SN mechanisms, respectively,

= − −y k N t(IN) (1 e )t t
IN o x

/ x (2)

= −y(SN) e 1k tSN (3)

where t is time in both models and kIN and kSN are the interface
and surface nucleation rate constants, respectively. In eq 2, No is
the initial number of rhombohedral particles (often shown
combined with kIN), and tx is the time at which the INmechanism
no longer contributes to phase transformation and the function
levels off. The coexistence of IN and SN mechanisms can be
represented simply by the sum of eqs 2 and 3, as an
approximation for the combined mechanism.45 In particular,
the sum of eqs 2 and 3 was utilized in the TiO2 phase
transformation study, in which Al2O3 particles served as a spacer
between TiO2 particles, mimicking the dilute conditions in the
nanopowder form.45 The short-time linear and long-time
exponential behavior of experimental data is indicative of IN
dominance at short times and SN dominance at long times in the
combined model. The combined SN and INmechanism of phase
transformation can also be described by the derived kinetic
equation.45

+ = + −
⎛
⎝⎜

⎞
⎠⎟y

k N
k

(IN SN) 1 (e 1)k tIN o

SN

SN

(4)

This expression is shown to accurately fit the experimental data
involving both mechanisms under ideal conditions. When the IN
contribution diminishes, kINNo approaches zero, and the
remaining equation describes the SN mechanism alone (eq 3).
Furthermore, for either very long or very short times, eq 2 can be
reduced to y(IN) = kINNot, which is the ideal form of the IN
mechanism.14,45

The y values for samples of the 1:20 series synthesized at
different temperatures are plotted as a function of time in Figure
3, together with the best fitting model for each temperature set,
identified based on adjusted coefficient of determination (R-
squared, R2) values and visual inspection. Figure 3a shows the y
values for the lowest temperature in the series (200 °C); further
decrease in the reaction temperature under the given conditions
results in incomplete conversion of InOOH to rh-In2O3, and no
phase transformation to bcc-In2O3 (Figure S1 in Supporting
Information). The data in Figure 3a is best fit with eq 3.55 With
increasing temperature, the most appropriate model to describe
phase transformation shifts systematically from SN to IN. The y
data in Figure 3b is fit in two portions; data ranging from the
starting point at 2 to 10 h were best fit with eq 2, while data
ranging from 10 to 20 h were best fit with eq 3. With further
increase in the reaction temperature (224 °C), the best fit is
achieved with eq 2, indicating the dominant contribution from
the IN mechanism (Figure 3c). This can be understood in the
context of the NC contact probability, where higher temper-
atures lead to larger available kinetic energy and thus increased
chances of NC collisions within the dilute suspension, favoring
the IN mechanism (vide inf ra). It should also be noted that fits
were performed with an additional free parameter in the
equations. This was done simply to prevent the function from
being forced through the origin since these experimental data
start at 2 rather than 0 h, which was the case in previous
studies.14,45 This delay is inherent to in situ phase transformation
during colloidal synthesis in this work, as opposed to that of a
preformed nanopowder phase.
In addition to the 1:20 precursor to solvent ratio, samples were

also synthesized with a 1:16 and a 1:12 ratio in order to directly
compare the dilute and concentrated NC suspensions. The most
notable difference between the two extreme series is the rate of
phase transformation; while the 1:20 ratio 200 °C series required
20 h to reach 60% conversion, the 1:12 series at nearly identical
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temperature (202 °C) reached 79% conversion after only 6 h
(Figure S3 in Supporting Information). Additionally, the 1:20
series at 200 °C is a clear example of the SN mechanism, as
evidenced by the fit with eq 3, whereas the 1:12 series at 202 °C is
best modeled by the IN mechanism (Figure S4 in Supporting
Information). This indicates that reduced particle contact
probability in more dilute suspensions forces phase trans-
formation to take place via the SN mechanism, which occurs at a
significantly slower rate than the IN mechanism at the same
temperature. These results demonstrate that it is possible to tune
the mechanism and the degree of the phase conversion in the
process of colloidal NC synthesis based on the precursor to
solvent ratio and reaction temperature. By controlling these
parameters, we were able to completely separate SN and IN
mechanisms and achieve quantitative phase transformation by
both mechanisms.
The kinetic parameters obtained from fitting with the most

appropriate models are summarized in Table 1 for all dilution
series.14,45 The rate constants generally increase with increasing
temperature for both SN and IN. At low precursor concentration,
the reaction is dominated by SN, and the contribution from IN is
observed only at high reaction temperatures. The combined IN
and SN behavior is also observed in the y vs t curves for
intermediate dilution (1:16) reactions, but at lower temperatures
(196 and 203 °C). The IN contribution appears minor but not

necessarily negligible early on in the reaction, with the remainder
being dominated by the exponential SN behavior.
Comparing the fits employed for different temperatures for a

given dilution series, in particular the 1:20 series, reveals the
systematic change in mechanism from SN to IN with increasing
temperature and constant precursor to solvent ratio. This change
illustrates that temperature provides another convenient avenue
through which the mechanism can be controlled. These trends
are summarized pictorially in Figure 4, which maps the dominant

phase transformation mechanism observed for each dilution
series (indicated with corresponding colors) at different
temperatures. As either temperature or precursor to solvent
ratio is increased, the mechanism of phase transformation shifts
from SN to IN, eventually becoming entirely IN. It should be
noted that the phase transformation occurs in a surprisingly
narrow temperature range, allowing for the acquisition of a
relatively limited number of data points to model the phase
transformation mechanisms. The results of this work thus
suggest that through simultaneous control of temperature and
precursor to solvent ratio, the mechanism of the nucleation of a
new phase in the phase transformation process can be controlled
in a colloidal NC system.
Figure 5 shows the Arrhenius plot constructed using the kSN

values from the 1:20 dilution series obtained at different
temperatures. Using the Arrhenius expression (eq 5), these
data were fitted, and the activation energy, Ea, and pre-
exponential factor, Ao, were extracted.

Figure 3. Kinetic data for phase transformation in samples synthesized
with precursor to solvent ratio 1:20 at (a) 200, (b) 211, and (c) 224 °C.
The solid lines are best fits to (a) y(SN), (b) y(IN)+y(SN), and (c)
y(IN) models.

Table 1. Mechanisms of Phase Transformation and Kinetic
Parameters for Sample Series of Varying Dilutions and
Temperatures

dilution T model kSN [h−1] kINNo [h
−1]

1:20 200 y(SN) 0.1251
206 y(SN) 0.2145
215 y(IN+SN) 0.3359 1.086
224 y(IN) 23.58

1:16 196 y(SN) 0.1410
y(IN+SN) 0.1327 0.0212

203 y(SN) 0.2421
y(IN+SN) 0.2134 0.7044

215 y(IN) 2.60
1:12 202 y(IN) 5.297

212 y(IN) 10.29

Figure 4. Mechanistic map showing the change in the mechanism of
phase transformation through temperature and precursor to solvent
ratio. Pink, blue, and green markers represent 1:20, 1:16, and 1:12
precursor to solvent ratios, respectively. Lines serve as a guide to the eye.
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= −k A
E

RT
ln( ) ln( )o

a
(5)

The activation energy for the SN process, Ea(SN), was
determined to be ca. 124 kJ/mol, and Ao(SN) is 7.0 × 1012

h−1.56 The same analysis was performed for other dilutions
(Figure S5 in Supporting Information), and the average Ea for SN
was calculated to be 144 ± 30 kJ/mol. This is an interesting and
somewhat surprising result, since SN is expected to be a higher
energy process than IN for which Ea(IN) was determined to be
ca. 150 kJ/mol in the previous studies involving IN-driven phase
transformation of colloidal In2O3 NCs

14 and also confirmed in
this work. Similar values of the activation energies are consistent
with a very narrow temperature range in which the phase
transformation occurs for this system. Unlike SN, which requires
thermal fluctuations of atoms on rh-In2O3 NC surfaces to initiate
the nucleation of a new phase, IN relies on the formation of
cubic-like structure at the subset of rh-In2O3 NC interfaces to
initiate the nucleation of the bcc-In2O3 phase. Our results suggest
that both processes may ultimately involve similar rearrange-
ments of bonds. This is in contrast to anatase-to-rutile TiO2
nanopowder phase transformation, for which Ea(SN) and Ea(IN)
were found to be 466 and 167 kJ/mol, respectively.14,45 These
results indicate not only that it is possible tomanipulate in situ the
mechanism of phase transformation during the synthesis of
colloidal metal oxide NCs, but that the nucleation of a new phase
is largely governed by local bonding rearrangement initiated by
high-energy surface sites, rather than macroscopic properties of
materials. Although SN and IN have similar activation energy,
increasing temperature favors IN, as discussed above (Figures 3
and 4). This interesting and seemingly counterintuitive relation-
ship is also different from that for TiO2 nanopowder phase
transformation, for which SN is found to dominate at higher
temperatures. In colloidal suspensions, the probability of NC
collision is based on Brownian motion, which also increases with
temperature. In the kinetically driven phase transformation in
NC suspension, SN then may become a primary mechanism at
lower temperature not only because of the lower Ea, but also by
reducing the NC interactions. These results indicate that the
phase transformation of NCs during the colloidal synthesis is
determined by different principles than the transformation of
NCs in the powder form.
To provide a supporting evidence for phase transformation

mechanisms under different conditions, we employed TEM
imaging and analysis. Overview TEM images of NCs synthesized
at 200 °C using 1:20 precursor to solvent ratio, 5 h after the final
reaction temperature had been reached, are shown in Figure S6,
Supporting Information. Most NCs exhibit nearly spherical
shape, although there are a few displaying elliptical or dumbbell

morphology. Figure 6a shows a typical image of a single rh-In2O3
NC from this sample. The NC appears to have quasi-spherical or

rectangular shape, measuring ca. 4.3 nm in diagonal direction.
The measured lattice spacing of 2.87 Å corresponds to the {104}
lattice plane of rh-In2O3. The same sample contains both rh- and
bcc-In2O3 phase, as evident from the corresponding XRD data in
Figure 1. The critical NC size for phase transformation from rh-
to bcc-In2O3 is ca. 5 nm.10,14 Somewhat larger NCs with very
similar morphology and lattice spacing of 2.91 Å corresponding
to the {222} planes of bcc-In2O3 were also observed (Figure 6b),
suggesting that phase transformation spontaneously occurs by
SN once NCs attain the critical size. Although rh-In2O3 {104}
and bcc-In2O3 {222} planes have similar lattice spacing, virtually
all NCs smaller than the critical size exhibit an electron
diffraction pattern characteristic for rh-In2O3.

10 Similar observa-
tions were made at shorter reaction times, consistent with the
kinetic analysis in Figure 3a, indicating the dominant SN
mechanism even early on in the reaction under these conditions
(Figure S7, Supporting Information). However, increasing
precursor to solvent ratio results in a dominant population of
larger NCs that have irregular shapes derived by two joined NCs
(Figures S8 and 9, Supporting Information). Figure 6c depicts
two NCs joined via oriented attachment, with 4.12 Å lattice
spacing also indicating bcc-In2O3 phase ({211} plane). This
observation is consistent with the phase transformation initiated
by IN at the particle−particle contact point. As expected, not all
NC contact formation leads to the phase transformation. Figure
6d shows an example of two rh-In2O3 NCs joined by oriented
attachment while retaining the corundum crystal structure. The
interface between two NCs contains no observable dislocations
or defects, which could form in oriented NC attachment57 and

Figure 5. Arrhenius plot using the data for the most dilute series (1:20
precursor to solvent ratio). Solid line is the best fit to data points using eq
5.

Figure 6. Typical lattice-resolved TEM images of individual NCs in the
course of the colloidal synthesis. (a, b) NCs obtained after 5 h at 200 °C
for 1:20 precursor to solvent ratio: (a) rh-In2O3 NC identified by the
{104} plane and (b) bcc-In2O3 NC identified by the {222} plane,
illustrating the possibility of phase transformation via SN mechanism.
(c) NCs obtained after 2 h at 200 °C for 1:12 precursor to solvent ratio.
NCs having bcc-In2O3 structure identified by the {211} plane are joined
by oriented attachment, demonstrating that phase transformation also
occurs by INmechanism. (d) Oriented-attached rh-In2O3 NCs showing
no phase transformation upon contact formation. Scale bars in all
images, 10 nm.

Journal of the American Chemical Society Article

DOI: 10.1021/ja5094056
J. Am. Chem. Soc. 2015, 137, 1101−1108

1106

http://dx.doi.org/10.1021/ja5094056


are suggested to be necessary for phase transformation by
IN.58−60 The lack of interfacial defects is consistent with the
retention of rh-In2O3 phase upon NC attachment. Importantly,
all NCs examined by TEM consist only of a single phase. This
observation is consistent with a very rapid single-step trans-
formation once the new phase nucleates on the NC surfaces or
interfaces. Taken together, the results of Figure 6 demonstrate
that both IN and SN mechanisms will simultaneously play a role
in phase transformation kinetics of colloidal NCs.
Overall, the results of this work are summarized pictorially in

Figure 7. Figure 7a,b illustrates the effect of precursor

concentration and reaction time on the phase transformation
mechanism, using pink (rh-In2O3 NCs) and blue (bcc-In2O3
NCs) spheres. High NC concentration leads to high probability
of contact formation and IN (Figure 7a), while SN is more likely
to occur in diluted suspensions and requires longer times for the
completion of phase transformation (Figure 7b). The formation
of nucleation sites at NC contact points in IN is contrasted with
the SN mechanism in which the nucleation site forms on the
surface of a lone NC as it grows. Additionally, rh-In2O3 NCs can
fuse by oriented attachment without undergoing phase trans-
formation, if the joiningNCs are sufficiently small and contain no
defects or cubic-like motifs at the contact points, as depicted in
Figure 7a. The role of the probability of NC contact formation
for the mechanism of phase transformation is confirmed by
comparing the reaction yield of the samples prepared using 1:12
and 1:20 precursor to solvent ratio at 200 °C, for the durations
that result in similar NC sizes (Figure S10 in Supporting
Information). The yield of the reaction for 1:12 dilution is ca.
25% higher than that for 1:20 sample, indicating overall
significantly higher concentration of NCs for 1:12 sample.
Furthermore, larger number of elongated (oblong or dumbbell-
shaped) NCs is observed for 1:12 dilution sample, also consistent
with IN mechanism. Figure 7c,d shows the impact of
temperature on the phase transformation mechanism. Elevated
temperatures lead to an enhancement in the rate of NC collisions
and thus phase transformation by IN. At low temperatures,
slower Brownian motion decreases the rate of NC contact

formation and favors SN (Figure 7d). Understanding the
influence of these variables allows for the control of the
mechanism at work and the rate of the colloidal NC phase
transformation process.

■ CONCLUSIONS
In summary, we investigated the kinetics of in situ phase
transformation during the growth of colloidal In2O3 NCs. The
coexistence of two distinct mechanisms of phase transformation
were identified; the mechanism initiated by the nucleation of a
new phase on the surface of individual NCs (SN), and at the
interface between contacting NCs (IN). It is likely that high
energy defect sites play an important role in enabling both
mechanisms. We showed that through the control of temper-
ature and precursor to solvent ratio, the mechanism of phase
transformation can be controlled and systematically varied from
pure SN to IN by increasing the aforementioned parameters. As a
result, we mapped out the contribution of different mechanisms
to the phase transformation occurring under different synthetic
conditions. The two mechanisms are characterized by similar
activation energy, ca. 150 kJ/mol. SN is found to be a
predominant mechanism at lower temperatures, which is
opposite from the trend reported for the phase transformation
of TiO2 NCs in the powder form. We propose that the change
from SN to IN with increasing temperature is at least partly
associated with increasing NC interactions, arising from the
Brownian motion. The complete phase transformation by SN at
low temperatures can still be achieved kinetically over a longer
time scale. Comparison with the TiO2 nanopowder phase
transformation results suggests that the activation energies are
determined by local metal−oxygen bond rearrangement, rather
than macroscopic properties of the polymorphic materials. It is
plausible that other more complex mechanisms of phase
transformation are also possible under certain conditions,
which represents an interesting topic for future investigations.
The results of this work have general applicability, opening the
doors for the examination of other colloidal polymorphic systems
and the possibility of tailoring the properties of such materials for
specific applications via structural transformations.
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